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ABSTRACT

Rainfall and concentrated flow experiments were carried out on seven micro-catchments (MCs) that were designed to limit soil erosion and allow for water-
harvesting. Prediction of infiltration rates within MCs is necessary to design effective hillslope-scale restoration projects. Continuous stage measurements and 3-D
models of MC geometry were used to calculate infiltration rates from field experiments. Soil samples and Guelph permeameter (GP) measurements were collected to
parameterize a predictive infiltration model in Hydrus 2D/3D. The model result of water velocity into the soil profile was averaged by depth intervals and multiplied
by the corresponding MC surface area to calculate a volumetric flow rate. Four parameterizations of changes in conductivity with depth were evaluated within the
model framework to determine which would best account for spatial heterogeneity. Use of the maximum field-measured conductivity provided the least biased
results, with average error between simulated and measured values across all sites of less than 1%. Model results illustrate the limitations associated with particle-size
distribution or GP measurements when used to predict infiltration rates in a numerical model. GP measurements with single ponded heights allowed convenient field
measurement of conductivity that worked better than predictions from soil texture. The maximum of several GP samples was more representative of MC infiltration
than the mean, so a higher percentile value from a distribution of MC measurements may help to account for complex infiltration processes that are not included in
numerical models. This modeling approach will allow testing of process-based hypotheses about rangeland infiltration dynamics, and the development of optimal

configurations of MCs at sites being considered for rangeland restoration.

1. Introduction
1.1. Micro-catchment water harvesting

Micro-catchments (MCs) traditionally have been used for water
harvesting in arid areas where runoff is captured within pits to increase
its availability for plant growth (Alshawahneh et al., 2011; Malagnoux,
2008; Oweis, 2016; Previati et al., 2010; Schiettecatte et al., 2005). The
MCs capture storm runoff, thus dissipating the erosive energy of flowing
water and allowing the water to infiltrate into the soil. The Vallerani®
System was originally developed in 1988 to mechanize rainwater har-
vesting techniques with special plows that create crescent-shaped pits
(Gammoh and Oweis, 2011; Oweis et al., 2011). The Vallerani System
has been applied to nearly 100,000 ha of degraded rangeland in Mor-
occo, Niger, Senegal, Sudan, Tunisia, Chad and Egypt (Malagnoux,
2008). The Badia Benchmark Study (Oweis et al., 2011) carried out in
Jordan and Syria found that intermittent contours created by the Val-
lerani plow proved to be an economical way to establish vegetation and
reduce soil erosion; 20 ha of MCs could be constructed per day at a cost
of $32 USD/ha (Oweis, 2016). Despite wide application of this re-
storation strategy, our understanding of the infiltration dynamics of
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MCs during large rainfall events is limited. A method to predict MC
infiltration during large rainfall events is necessary to design successful
rangeland restoration projects.

1.2. Physcially based infiltration models

An accurate representation of how MCs function during large runoff
events requires consideration of ponded infiltration into a complex soil
profile. For unsaturated flow, where the soil water content (0) is less
than the saturated water content (8,), the unsaturated hydraulic con-
ductivity K(y) is related to a function of capillary pressure head (y).
The matric potential (y) refers to areas of negative pressure observed in
the variably saturated zone and can be alternatively expressed as ne-
gative potential (-h). A positive h value can be referred to as hydrostatic
potential, while a negative h value could be called matric potential.

By combining the work of Darcy (1856) and Buckingham (1907)
with the law of conservation of mass, Richards (1931) developed an
equation to represent flow through variably saturated media. Con-
servation of mass can be simplified as a function of water content in 3-D
as the following function:
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The change in water content over time is equal to the flux in each
dimension and S represents any sources or sinks. Under homogeneous,
isotropic conditions, vertical infiltration can be expressed by sub-
stituting the Darcy-Buckingham equation, yielding the Richards equa-
tion in 1D.

40 4 o2 +1))-s
dt dz dz 2

The K(h) term is the unsaturated conductivity as a function of ma-
tric potential. The term % represents capillarity and is a function of h.

The “1” term is the simplification of Zf representing gravitational flow.
The Richards equation is a nonlinear partial differential equation that
models flow in the unsaturated zone.

Many analytical and semi-analytic expressions have been developed
to model infiltration and recharge in the vadose zone. Some common
approaches include the Green-Ampt model used to predict infiltration
into homogeneous isotropic soils having a uniform moisture content
(Ali et al., 2016; Green and Ampt, 1911; Selker et al., 1999; Selker and
Assouline, 2017). Other approaches have relied on hydraulic con-
ductivity and depth to the water table to solve for steady infiltration out
of wells and spreading trenches (Bouwer, 2002; Hayek, 2014, 2016;
Heilweil et al., 2015). Despite the active research on 1-D and 2-D in-
filtration over many decades, none of the analytic and semi-analytic
expressions are designed to account for highly specific field conditions
where there is unsteady infiltration into a complex geometry with a
variably saturated heterogeneous soil profile. Ponded infiltration is af-
fected by complex processes such as initial conditions, preferential
pathways, or soil structure; these factors can be difficult to disentangle
(Dohnal et al., 2016). While analytical infiltration equations have been
developed to simplify Richards equation, practical applications of Ri-
chards equation often require numerical solutions (Radcliffe and
Simfinek, 2010).

1.3. Infiltration solutions using numerical methods

Hydrus simulations have recently been applied to solve a wide range
of flow and contaminant transport problems within the vadose zone.
Many recent studies have developed Hydrus 2D/3D models to compare
agricultural practices, with a focus on optimizing water input while
minimizing contaminants leaching to the groundwater (Akbar et al.,
2015; Ebrahimian et al., 2012; Finch et al., 2008; Siyal et al., 2012;
Wang et al., 2014). Hydrus is one of many numerical models developed
to include multiple non-linear processes for complex applications in-
volving flow and transport in variably saturated media (Simtinek and
Bradford, 2008). Hydrus 2D/3D numerically solves the Richards
equation for variably saturated flow across a linear finite element mesh.
Hydrus 2D/3D allows for representation of the following systems and
processes: precipitation, evaporation, infiltration, runoff, lateral flow,
soil water storage, capillary rise, deep groundwater recharge, hyster-
esis, root water uptake, and non-equilibrium flow (Simtinek et al.,
2012).

An operational strategy to implement MCs at the hillslope scale
should consider the statistical frequency and intensity of rainfall, slope
angle, and soil properties that affect the stability and infiltration ca-
pacity for MCs (Ziadat et al., 2014). Like any engineered structure, MCs
need to be sized and spaced adequately for optimal function and cost
effectiveness (Akroush et al., 2014; Oweis, 2016). Numerical modeling
may provide a means to develop protocols for establishing effective
MCs. The objective of this research is to use simple soil measurements
to develop a predictive model of MC infiltration. The model was de-
veloped and tested using results from a field experiment that directly
measured MC infiltration during a realistic rainfall-runoff scenario. This

Catena 190 (2020) 104524

research tests the ability of a 2-D Hydrus model to represent unsteady
infiltration within several engineered MC structures that represent a
realistic level of variability in hydrology, soils, and biological factors.
Several methods are compared for parameterizing the model’s soil
properties using efficient field measurement techniques. By quantifying
the ability of a numerical model to predict infiltration into MCs, this
research creates a physically-based modeling framework to support
effective rangeland restoration plans.

2. Materials and methods
2.1. Site description

Field investigations were carried out at a Bureau of Land
Management (BLM) experimental research site at Bedell Flat located
north of Reno, Nevada (119° 50’ 5” W, 39° 51’ 23” N). Soils of the study
area are primarily of the Bedell Series, a coarse-loamy, mixed, super-
active, mesic aridic argixeroll (Natural Resources Conservation Service,
2017). The underlying bedrock is typically within 1-2 m of depth and is
a Cretaceous granodiorite. Average annual precipitation is 303 mm,
most of which falls between November and March, and the mean an-
nual temperature is 18 °C (PRISM, 2018). Eight MCs were created in
two transects along the hillslope contour. The two transects were 50 m
apart with the lower sites at the toe of the slope and the upper sites
midway up the hillslope. The lower sites (L1-L4) had slopes of 5 to 8
percent, and the upper sites (U1-U4) ranged from 10 to 15% slope.

2.2. Micro-catchment design

The MCs are constructed by pulling the Vallerani plow along the
contour of a hillslope. The plow includes a ripper to break up the soil
profile and a hydraulically controlled curved metal blade that moves in
a vertical wave motion from the surface to a depth of 30-50 cm within
the soil. As the blade digs a 3.5-5 m long pit, it pushes the excavated
soil downslope to form a semi-circular berm that is 20-30 cm high
(Gammoh, 2011). Following construction, appropriate plant species are
planted within each MC (Alshawahneh et al., 2011). Storm runoff
flowing downslope is captured in the MC and infiltrates into the soil.
The increased water content in the soil profile facilitates plant estab-
lishment and growth.

A digital 3-D model of a MC created by a Vallerani Plow in Jordan
was used to design the shape of the Bedell Flat MCs. The MCs were
constructed perpendicular to the slope direction by a small tractor
pulling two offset plow shovels. The maximum depth reached by the
tractor plow was approximately 20 cm, and each MC was manually
shaped to represent dimensions that would be obtained using a
Vallerani Plow. The upslope wall of the catchment was reshaped to an
angle ranging from 80 to 90°. The downslope berm of the MCs had an
angle of 35-45° on each side of the berm. The center of each catchment
was excavated to a depth of 30-32 cm below the soil surface. To ap-
proximate the ripper of the Vallerani Plow System, a digging bar was
used to break up the ground an additional 10-15 cm along a 20 cm
wide furrow on the centerline of each MC. Each MC was approximately
350 cm long (perpendicular to slope) with a width at the surface of
150 cm and a depth of 30 cm.

A 3-D model of each MC was created using structure from motion
(SFM) techniques to create relationships between stage, surface area,
and volume. Eight fixed control targets placed around each site were
surveyed with a Nikon NPR 352 total station to accurately project SFM
3-D models in space. Over fifty photos were taken with a Canon Rebel
XTi and an IPhone 7 from various angles around the MCs. The set of
photos from both cameras were input into Agisoft PhotoScan software.
PhotoScan was used to align photos, build a dense point clouds, and
create digital elevation models (DEMs) that were accurate to within
0.5 cm. The DEMs for each site were imported to Esri ArcMap 10.4.1
where the Surface Volume tool was used to capture the 3-D surface area
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and volume across a range of depths. These datasets were imported into
Microsoft Excel where polynomial relationships were applied to relate
stage in each MC to soil surface area and water volume at a given depth.

2.3. Soil measurements

Soil samples were collected to complete laboratory measurements of
bulk density and soil particle size distribution (PSD). PSD data can be
used in pedotranfer functions to predict soil water retention and para-
meters and K (Rawls et al., 1982; Schaap et al., 2001; Wosten et al.,
2001). The relationship between soil moisture (6) and h for a given soil
is highly dependent on soil texture and is widely used to predict soil
hydraulic parameters based on the work of van Genuchten (1980) and
Mualem (1976). The van Genuchten model uses three fitting para-
meters to define the shape of the soil water retention curve (SWRC)
(van Genuchten, 1980).

Se(h) = 1/[(=alhl)™)™] 3)

The term o [L™1] is related to the inverse of the entry pressure. The
n term is related to the pore size distributions. The m term is another
shape factor which is usually set as a fixed relationship (m = 1/n). The
shape of the SWRC for a given soil is defined by the soil hydraulic
parameters and allows for prediction of K(h) given a known pressure
head or water content. The Rosetta computer program uses a neural
network bootstrap method to estimate these parameters based on data
from 2134 water retention samples and 1306 K samples (Schaap et al.,
2001). PSD samples were collected at upper and lower hillslope sites at
five depth intervals, from the soil berm, and from the bottom of the pit
following simulated rainfall (Fig. 2.1). Bulk density and PSD were
measured in the Great Basin Rangelands Research Unit Soils Laboratory

15¢cm
° o

55cm O

PSD Samples
JEDIX D

GP Well

Fig. 2.1. Schematic overview of soil particle size distribution (PSD) sampling
and Guelph Permeameter (GP) measurements for lower MCs. The sampling
pattern was replicated at upper sites.
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of the USDA Agricultural Research Service. Bulk density was not in-
cluded in this estimate since it was only collected at the soil surface.

Since PSD measurements do not account for soil structure, a direct
measurement of saturated conductivity (Ks) with the Guelph
Permeameter (GP) was also tested. The GP can quickly measure K at
varied depths using Richards and Laplace equations to obtain field-sa-
turated hydraulic conductivity (Kg) and matric flux potential (®,,) for
flow out of a cylindrical well (Reynolds and Elrick, 1985). K¢ is com-
parable to saturated conductivity (K;), but is assumed to include air
entrapped in soil which typically occurs during field infiltration. GP
solutions can be obtained using a single ponded height or two ponded
heights within the well. The two ponded head method has been noted
to be more accurate in controlled situations, but vertical heterogeneity
of the soil profile can cause erroneous results (Elrick et al., 1989). Since
infiltration rates varied with depth, the single ponded height was used.
For the single ponded height method, K¢ can be calculated using the
equation:

Q cQ

O] )]

where H is the height of water ponded (cm), a is the radius of the well
(cm), a* can be simplified as the ratio of K¢/ @, and the C parameter
represents the integral of pressure head across the well surface. C is
dependent on the height of well water (H), the radius (a), and soil
texture. The C parameter was calculated using the empirical function
developed for structured loams and clays (Zhang et al., 1998). GP
guidance provided by Soilmoisture, the manufacturer of the GP, suggest
that this equation is applicable to most agricultural soils including
unstructured medium and fine sands. GP measurements were taken on
each side of the MCs (Fig. 2.1) at depths of 15 cm, 25 cm, 35 cm, 45 cm,
55 cm, and at 15 ¢cm within the MC berm. All wells were created with a
6 cm diameter soil auger. Measurements were taken with the GP set to
10 cm of water pressure (H = 10). Each well had a radius of 3 cm. The
steady-state water level change was recorded at one-minute intervals
until a steady rate of infiltration was achieved (i.e. three near-equal
consecutive measurements of water level drop).

2.4. Micro-catchment instrumentation

Rainfall and concentrated flow (CF) experiments were carried out in
August of 2017. Each of the eight MCs required a full day to complete
the series of simulations, which were set up as shown in Fig. 2.2. The
Walnut Gulch rainfall simulator (WGRS) (Paige et al., 2004) applied
rainfall from a single oscillating boom to a 2 X 6.1 m area that en-
compassed each MC. The WGRS was placed with the three nozzles
aligned so that they spanned the length of the MC. Eight targets were
placed around the MC to serve as fixed markers for a Nikon NPR 352
total station. A simulation control station was set up with a field
computer that operated the WGRS and the two pressure transducers
that were used to continuously measure ponded water depth. One
transducer was an ISCO® bubbler that was connected to the custom-
built stage recorder (SR) described below. The second was a vented
KPSI 700 level transducer (KPSI) that was also placed within the SR.
The SR device was a perforated, 8.8 cm diameter PVC pipe that was
placed at the minimum elevation within the catchment. After rainfall
experiments, a rill simulator was set up in an upslope position to deliver
water for the concentrated flow experiments. The rill simulator is a
stainless-steel box that is connected to a pump with a pressure regulator
to control the flow rate. A digital flowmeter on the inlet to the rill si-
mulator maintained a steady flow rate into the MC. Astroturf® (a plastic
grass mat) was placed on the upslope edge of the MC to dissipate ero-
sive forces of the water spilling out of the rill simulator.
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Fig. 2.2. MC instrumentation with WGRS, rill simulator, and SR.

2.5. Rainfall and concentrated flow experiments

This experiment represents a scenario where a hillslope received a
large amount of rainfall followed by runoff entering the MC. A total of
2.5-5.0 cm of rainfall was delivered to each MC over two variable in-
tensity and duration events. This was followed by a rill simulator that
simulated runoff in the form of concentrated flow from upslope. After
water overtopped the MC, the flow rate was maintained for at least
15 min. In the upper site, U2, a rodent hole was exposed near the
bottom of the MC that caused rapid infiltration. This MC was removed
from the study.

After the rill simulator was shut off and the water level dropped
within the MC, the KPSI transducer recorded stage at one second in-
tervals, and the ISCO bubbler recorded every 5 s. This continuous stage
data from each MC was averaged to one-minute intervals to simplify the
data and smooth out minor irregularities occurring over small intervals.
Experiments were terminated after 120 min, or when the stage within
the catchment dropped below 10 cm.

2.6. Hydrus model

A Hydrus model was developed and parameterized to mimic field
experiments and predict volumetric flow rates.

2.6.1. Geometry and soil profile

A representative cross-section parallel to the hillslope was exported
from the photogrammetric DEM for each MC. Two representative cross-
sections were developed combining the lower sites (L1, L2, L3, L4) and
the upper sites (U1, U3, U4) into a simplified geometry for each of the
two hillslope positions. The upper sites were modeled with a 10% slope,
and the lower sites with a 5% slope. A model domain was created that
used the representative cross-sections parameterized by soil measure-
ments made in the field. Additional points were added to project the
modeled soil horizon boundaries at the correct slope across the model
domain. The simple models of geometry for upper and lower sites were
then imported into Hydrus. The model domain for upper and lower sites
was approximately 500 cm wide by 500 cm tall. Seven soil layers were
specified: 0-5 cm, 5-15 c¢m, 15-25 cm, 25-35 cm, 35-45 cm, > 45 cm,
and the unconsolidated berm material (Fig. 2.3). The properties that
were assigned to the berm were also specified for a wedge of soil at the
bottom of the pit to represent the 10 cm of unconsolidated soil created
with the digging bar.

Numerical solutions to the Richards equation require the model

domain to be discretized. Hydrus 2D/3D includes MESHGEN software
which can be used to create a finite element (FE) mesh. The targeted FE
size was set to 10 cm. Since the size of the FE mesh can be an important
factor in determining infiltration (Dusek et al., 2009), the soil surface
was refined to 1 cm discretization to improve model function across the
boundary between soil and air. This also allowed for increased resolu-
tion in the model output across the area of interest.

2.6.2. Hydrologic boundary conditions

An atmospheric boundary condition was applied from the upslope
edge of the model to slightly beyond the ridge of the berm. The at-
mospheric boundary allows for precipitation, evaporation, and for the
time-varying head boundary that represents the ponded water surface.

Modeled evapotranspiration (ET) accounted for less than two per-
cent of the flow budget over the short time period of this simulation,
but is useful to consider in the model development for future model
applications to longer simulations. Estimated ET rates for Bedell Flat
were taken from a USGS publication with data for a comparable site
nearby (Maurer et al., 2006). The selected dates for ET were chosen for
our field site between August 1st-10th, yielding an average ET of
0.203 cm/day applied continuously over the simulation whenever the
pressure head was negative. Hydrus rainfall inputs were set to represent
the quantity and intensity of water added by the rainfall simulator.
Each Hydrus model simulated 2.54 cm of rainfall occurring over the
first 60 min across the atmospheric boundary condition. After the first
60 min of rainfall, no water inputs were added to the simulation until
minute 200. This was to represent the time from when we operated the
rainfall simulator to when the concentrated flow field simulations were
initiated.

A time-varying head boundary was used to simulate the height of
ponded water within each MC. Hydrus references the positive variable
pressure head (h) boundary to the minimum elevation in the boundary
condition. The h values were derived directly from the SR readings and
projected into each MC model for upper or lower sites. This was ac-
complished by establishing relationships between the observed max-
imum water level in the MC to the same level in the simplified Hydrus
model. The result was a time-varying pressure head boundary re-
presenting the exact height of ponded water specific to each site. The
option to have an “atmospheric boundary condition when the specified
nodal pressure head is negative” was also selected. This implies that any
time that there is negative pressure head (no ponded water -h) an at-
mospheric boundary condition is present. For the first 200 min of the
simulation, the time-varying head boundary was set to —50 cm. During
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Fig. 2.3. Hydrus model geometry.

this period, precipitation and evaporation can occur across the entire
atmospheric boundary. The values representing the water input into the
catchment began at 200 min into the simulation, after which the ob-
served height of ponded water was applied across the entire boundary.
Areas with positive h have ponded water while areas with negative h
retain an atmospheric boundary.

The Hydrus 2D model was set up in a vertical plane (XZ dimensions)
to simulate water flow. The simulation was run for 400 min with an
initial time-step of one minute. Forty output time steps were selected,
with higher temporal resolution around the 200-minute mark when
infiltration rates were compared to measured data. Initial model con-
ditions were specified in pressure heads to match measured data. The
shape of the water retention curve was defined by the van Genuchten —
Mualem hydraulic model assuming no hysteresis, and water retention
parameters were based on measured PSD data for each depth interval.

2.6.3. Conductivity profiles

The van Genuchten — Mualem hydraulic model requires inputs for
both water retention parameters and K;. Water retention parameters
(Q;, Qs, Alpha, n, I) were held constant for each simulation and were
based on predictions from PSD data for each site (Table 3.1). Due to the
high variability observed in the K; data, four models of Ks with depth
were used in simulations for each site:

K; Profile 1: PSD data was used in Rosetta to predict both water
retention and K (Table 3.1). The pairs of PSD measurements taken at
each hillslope position (upper vs lower) were averaged. The two K;

Table 3.1
PSD data analysis and Rosetta Lite 1.1 prediction of hydraulic parameters.

profiles distinguishing between upper and lower hillslope positions
were used for respective MCs.

K; Profile 2: PSD data was used in Rosetta to predict both water
retention and K (Table 3.1). The measurements were all averaged to-
gether regardless of hillslope position, and a single K profile was used
for all MCs.

K Profile 3: GP data for the two wells adjacent each MC for the
entire soil profile were averaged for each depth interval (Table 3.2).

K Profile 4: The maximum GP measurement from each depth in-
terval is selected from the separate GP datasets for the lower sites versus
upper sites. The two maximum values from the upper and lower sites at
each depth interval are then averaged (Table 3.3). The model uses a
single averaged K; profile for all sites, regardless of hillslope position.

Running the seven MC models with four K profiles yielded 28
Hydrus solutions to compare to measured infiltration rates. The period
of interest for this study was the 30 min after inflow to each MC was
stopped, allowing for observation of hydrologic function while the stage
within the MC is near the maximum.

2.6.4. Calculating infiltration

A 2-D model was developed in Hydrus to predict the infiltration
rates for each MC. Based on field measurements, the soil profile was
modeled with seven layers with distinct soil properties (Fig. 2.4a). The
model yielded a velocity distribution across the saturated area
(Fig. 2.4b). The boundary output information for relevant time steps
was averaged across each depth interval to create a velocity profile with

Measured PSD Data

Rosetta Lite 1.1 Prediction of Soil Water Retention Parameters and K

Site Depth Interval % Clay % Silt % Sand Residual Water Content (Q,) [cm®/ Saturated Water Content (Q,) [cm®/ Alpha [1/ n [[] K [em/
cm®] cm®] cm] min]
Lower Avg Lower 8.7 15.1 74.9 0.042 0.384 0.038 1.5 0.042
0-10 cm 3.1 15 81.5 0.037 0.389 0.044 1.8 0.084
10-20 cm 6.2 13.8 79.2 0.041 0.385 0.04 1.6 0.061
20-30 cm 11.4 15.9 71.3 0.046 0.383 0.035 1.4 0.031
30-40 cm 11.9 15.6 70.7 0.046 0.383 0.034 1.4 0.029
40-50 cm 10.9 15 71.9 0.045 0.383 0.035 1.4 0.033
Basin 9.2 17.4 72.2 0.042 0.385 0.037 1.5 0.037
Berm 5.8 16 77.7 0.039 0.386 0.041 1.6 0.056
Upper Avg Upper 4.5 9.5 85.7 0.046 0.427 0.039 2 0.207
0-10 cm 2.2 7.9 89.7 0.045 0.384 0.039 2.6 0.235
10-20 cm 3.4 10.7 85.7 0.042 0.385 0.04 2.1 0.13
20-30 cm 4.4 10.2 85.1 0.044 0.383 0.039 2 0.116
30-40 cm 6.2 10.6 82.8 0.044 0.382 0.038 1.8 0.084
40-50 cm 8.2 6.4 84.7 0.051 0.377 0.033 1.9 0.093
Basin 4 11.1 84.1 0.042 0.385 0.04 2 0.112
Berm 3.1 10.4 85.6 0.042 0.386 0.041 2.1 0.131
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Table 3.2

GP Kfs results averaged from wells on each side of a MC and within berm (cm/min).
Depth (cm) L1 L2 L3 L4 U1 U3 U4 Lower Avg Upper Avg All Avg
5-15 0.037 0.036 0.031 0.036 0.061 0.100 0.097 0.035 0.086 0.057
15-25 0.014 0.012 0.014 0.016 0.053 0.052 0.072 0.014 0.059 0.033
25-35 0.013 0.005 0.002 0.001 0.020 0.002 0.016 0.005 0.013 0.008
35-45 0.018 0.005 0.003 0.001 0.012 0.007 0.008 0.007 0.009 0.008
45-55 0.006 0.006 0.006 0.004 0.012 0.001 0.004 0.005 0.006 0.005
Berm 0.137 0.056 0.318 0.092 0.121 0.235 0.158 0.151 0.171 0.160

Table 3.3 flow rate (Q.cm interval) Of Water infiltrating over a 1-cm interval that

Maximum GP Kfs values for upper, lower, and average of the two hillslope
positions at each depth interval (cm/min).

Depth (cm) Lower Max Upper Max Average Max
5-15 0.114 0.156 0.135
15-25 0.069 0.127 0.098
25-35 0.065 0.095 0.080
35-45 0.016 0.012 0.014
45-55 0.004 0.013 0.008
Berm 0.169 0.125 0.147
R //\

B
\‘ —_ - \ -
A. MC soil profile'Hydrus representation—

C. Model output
P converted to velocity
e profile

Depth From Soil Surface (cm)

o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
velocity (cm/min)

Fig. 2.4. MC predictive infiltration model to yield velocity profile with soil
depth.

soil depth (Fig. 2.4c).

The velocity profile provides useful information to convert 1-D flux
of water q [LT '] into volumetric flow rate (Q) [L3T '] using the re-
lationship between stage and surface area. Simulated fluxes were
compared to measured infiltration rates at six 5-minute intervals after
the inflow into the MC ended. The output velocity values (q) were
averaged within each 1-cm interval across the ponded boundary for a
given time step and model run. The 3-D surface area of the corre-
sponding 1-cm interval for each MC was calculated, and each q was
multiplied by the corresponding surface area. This yielded a volumetric

can be summed to yield a volumetric flow rate (Qgum) [L3T '] for a
given time step.

SoilSurface

Qsum = Q1—cminterval
MCbottom

2.6.5. 2-D versus 3-D

All models described previously were developed as 2-D vertical
planes. This was done to create a cross-section that represented MC
geometry. However, the vertical plane model ignores that water fluxes
into the MC occur in 3-D. The 2-D profile of the Hydrus model does not
account for the additional 3-D soil volume that exists at the curved ends
of the MC. This could be conceptualized using a 3-D Hydrus model, but
that would have the disadvantage only being applicable a unique
modeled geometry. Using the 2-D Hydrus model, flow rates can be
predicted for a MC of any length using the stage to surface area re-
lationship. Hydrus can conceptualize 3-D flow as a 2-D axisymmetric
model, allowing the entire model domain to be rotated along the z-axis.
The change in velocity profile between a 2-D vertical plane model and a
2-D axisymmetric model for the characteristic MC geometry was tested
for a common MC shape. The difference between 2-D vertical plane and
2-D asymmetric flow is dependent on the radius of the boundary being
rotated. While MCs are not circular, the effective radius of a MC was
calculated as:

VMCSurfaceArea
Ve

EffectiveRadius = ,|( )

For an average MC nearly full, the average effective radius was
80 cm. The MC Hydrus model was modified to have only one side that
extends 80 cm and could be rotated along the z axis. The new geometry
based on effective radius was run as a 2-D vertical plane model, just like
each other MC model, and then run as an axisymmetric model.

3. Results
3.1. Soils analysis

The average of the samples of PSD at upper and lower MCs, along
with Rosetta predictions of water retention parameters and K, are
presented in Table 3.1. The upper sites had lower Ks estimates due to
the higher silt and clay content, which generally increased below
20 cm. The average bulk densities at the soil surface were 1.31 g/cm®
and 1.37 g/cm?® for upper and lower sites respectively. Table 3.2 pre-
sents GP data averaged from each side of a MC. All K¢ values were
calculated using the single head measurement method with Eq. (1). In
general, upper sites had higher K¢ values compared to lower sites at
each depth interval. This was consistent with predictions based on the
PSD data displayed in Table 3.1. In upper and lower sites K¢ values
were highest in the interval of 5-15 cm. The K¢ values below 25 cm
were often a fraction of the surface K¢ values. Table 3.3 presents the
maximum GP measurement at each depth interval averaged across
upper and lower sites.
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Fig. 3.1. Volumetric flow rate for the 60 min after water inflow was stopped.

3.2. Measured infiltration

After inflow was turned off, measured changes in stage were related
to catchment volume using polynomial relationships to calculate in-
filtration rates. The time-varying volumetric flow rates for each MC are
presented in Fig. 3.1. In each site the volumetric flow rate was highest
directly after the inflow to the MC was stopped and would decrease
rapidly over the first ten minutes. After the initial rapid infiltration, the
volumetric flow rates decreased linearly. Upper sites, except for U1, had
faster infiltration rates than the lower sites.

3.3. Model outputs

The final model water balance errors ranged from 0.014% to
0.031%. Fig. 3.2 presents pressure head (Fig. 3.2a), water content
(Fig. 3.2b), and velocity (Fig. 3.2c) for a typical simulation of the L1 MC
at 255 min into the simulation. At this period, there is no inflow into the
MC and the water level is falling. The velocity vectors (q) (Fig. 3.2c)
were used to calculate infiltration.

3.4. Simulated infiltration

The modeled volumetric flow rates were compared to the field
measured volumetric flow rates displayed in Fig. 3.1. Each of the four
sets of conductivity data were used to run the model and yield a se-
parate prediction. Fig. 3.3 displays an example of observed and mod-
eled results for K Profiles 1-4 at sites L3 and U4. Sites L3 and U4 were
selected because they are representative of average infiltration dy-
namics occurring at the lower and upper hillslope positions respec-
tively. Fig. 3.4 graphically compares the percent error [(observed —
modeled)/observed] for each site, timestep and conductivity profile.
The results for each site are displayed using average error, in which two
sites with opposite magnitude of error offset each other. The black bars
indicate underprediction of results while the grey bars indicate an
overprediction of observed flow rates by the model. Over the 6 periods

Pl:essure Head (h) [cm\] =

Pressure Head
(h) [em]

40.000

30.000
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20.000

/) )
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Fig. 3.2. Hydrus output for L1 at 255 min displaying pressure, water content,
and velocity.
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Fig. 3.3. Measured vs. modeled volumetric flow rates for L3 and U4 withKs Profile 1-4.

of the simulation for each site and K profile, most models predicted
volumetric flow rates with a similar size of error. This suggests that the
models capture the general variation of fluxes within MCs over the 30-
minute model period. However, the magnitude of error changed be-
tween sites, and with different K profile data. The comparison between
all 2-D vertical results and the axisymmetric model showed that 2-D
results slightly underpredict flow rates. Axisymmetric models had an
average of 11% greater velocity (q) and 8% larger volumetric flow rate.

4. Discussion

The variation in error seen in Fig. 3.3 across each K profile provide
insight into the infiltration dynamics at each site. K; Profile 1 and 2
both rely on PSD data with pedotransfer functions, and consequently
have similar patterns in observed vs. predicted results. K; profile 3 and
4 both relied on GP measurements, with the difference being that Ks
profile 4 used the maximum measurements from each depth interval.
The physical mechanisms underlying the accuracy of predictions using
each K; Profile are explored here.

For K, Profile 1 that averaged two measurements for the upper and
two measurements for the lower sites, the upper sites overpredicted
flow rates while the lower sites underpredicted flow rates. The average
error for K Profile 1 was off by 34%. The absolute error, calculated as
the absolute value of each result averaged across the site, was off by
75%. Average error allows bias to be canceled out across sites. Models
run with Ks Profile 2 also had an average error of overpredicting by
34%, but the absolute error was reduced to 47%. Separating upper and
lower sites did worse than K Profile 2 that used the same conductivity
profile for the two hillslope positions. Additional soil samples would
need to be taken to determine if the variability between upper and
lower sites was an indication of physical differences between sites, or
just a result of under-sampling. The particle size distribution dataset
that was used to generate the conductivity values relied on pedotransfer
functions and were not direct measurements of K. As Schaap et al.
(2001) noted regarding the Rosetta software, including more predictor
variables than soil particle size distribution yields more accurate K;
estimates. Furthermore, pedotransfer functions are likely not an accu-
rate indicator of K at the point scale since they do not consider soil
structure (Wosten et al., 2001). Another study looking at systematic
field-scale variability of K on an artificially constructed ecosystem
found that pedotransfer functions underpredicted K; by an order of
magnitude and were a major source of uncertainty in hydrological
modeling (Gwenzi, 2011). The soils at the study area are natural, but
soil disturbances during construction surely altered the soils hydrologic
properties. While pedotransfer functions did produce relatively un-
biased solutions for some sites, a direct measure of K using a GP or
double ring infiltrometer is likely more representative of field-scale

conditions. Here the GP was selected for its improved ability to operate
on a slope and at multiple depth intervals.

When the model is parameterized by K; Profile 3 (GP data), the flow
rate in the lower sites was underpredicted by an average of 72%, while
the upper sites were on average 29% lower than observed data. The
severe underestimation of volumetric flow rate from these direct mea-
surements can be attributed to three reasons. First, uniform flow models
do not consider the more complex geometry of flow paths in the soil.
Preferential flow paths are observed in almost all soils, yet are rarely
accounted for in simulation models (Germann and Hensel, 2006).
Fractures in the soil profile, or a structured soil, can provide pathways
for water to move more rapidly than would be predicted by the Ri-
chards Equation. The amount of preferential flow is dependent on the
soil and geology, and in some cases can account for the majority of
recharge (Sukhija et al., 2003). Another study exploring spatial and
temporal variation in ponded infiltration using numerical models re-
presented the proportion of preferential flow ranging from 3 to 40%
(Dohnal et al., 2016). Assuming this is the only reason for under-
estimating flow, 50% of flow across all sites would be through pre-
ferential pathways.

Second, the GP measurements do not accurately represent the MC
due to differences in scale between the GP measurements and the MC.
In the much larger MC, water will flow along preferential flow paths
that would not necessarily be sampled by the narrow well of GP mea-
surements, since access to macropores is limited. Many researchers
have noted the challenges in measuring K because it is highly depen-
dent on observational scale (Chappell and Lancaster, 2007; Brooks
et al., 2004; Zobeck et al, 1985). The small surface area of the average
GP measurements relative to the MC (approximately 1:30 for surface
area, 1:150 for volume) may explain underprediction of flow rates
when the model is parameterized with Ks Profile 3, since the smaller
well may have less opportunity to encounter preferential flow paths.
Third, the model is not fully considering 3-D flow. The difference be-
tween the 2-D vertical plane and the axisymmetric model for L1 re-
sulted in an average of 11% greater velocity (q) across the boundary for
axisymmetric flow. This resulted in an 8% increase in volumetric flow
rate, indicating a limitation with the 2-D model. However, the MCs
constructed in this study were of relatively short length compared to
most field implementations, and we would expect this discrepancy to be
mitigated for a longer trough where the 2D profile was representative of
a larger proportion of the pit.

While the scientific literature has previously documented issues in
accounting for preferential flow and observational scale affecting K;
measurements, the results of this study reinforce the importance of
accounting for these factors when applying GP measurements to the
scale of a MC. The difference observed between upper and lower sites is
likely related to the first two reasons provided above. Preferential flow
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Fig. 3.4. Percent error for all Ks Profiles. Negative values (grey bars) indicate the model overpredicted observed results. Positive values (black bars) indicate the

model underpredicted observed results.

may occur due to soil structural cracks, roots, soil management, or
faunal activity (Angulo-Jaramillo et al., 2016). The higher flow rates
relative to measured conductivity values in the lower sites could in-
dicate the presence of increased preferential flow paths. One cause for
this disparity could be the difference in biological activity in the upper
and lower sites. The plants in the lower site may have had a deeper
rooting depth, creating flow paths at greater depth within the soil.
Rodent holes and ant hills were frequent within the study area, and
more prevalent in the lower transect of MCs. Even if a MC did not di-
rectly intersect any subsurface animal holes, the water could have been
accessing these larger flow paths as it moved laterally and into the
subsurface.

K Profile 4 (Max GP values) was intended to better account for
preferential flow, since the maximum estimated K; from GP

measurements might be a more scalable measurement to predict flow in
larger MCs (assuming no significant issues with burrows, etc.). The
Hydrus model with K Profile 4 underestimated by 20% for lower sites
and overestimated by 30% for the upper sites. Of the four K models, K;
Profile 4 made the least biased prediction of flow with an average error
of less than 1%. While these results provide a useful model to represent
the MC function at the study areas, the exact number of measurements
required to make a representative K profile will be specific to each soil.
Efforts to predict ponded infiltration in MCs should consider using a
higher percentile value from the distribution of GP measurements to
account for the infiltration processes not represented in the numerical
model.

Given that the goal of this research was to develop protocols that
will allow for MC establishment at the hillslope scale, the four K



M.J. Founds, et al.

Profiles considered in this study represent a useful range on inputs for
forward numerical model simulation to represent a range of infiltration
dynamics observed in the field. Inverse modeling techniques have been
demonstrated to improve parameterization of vadose zone models. This
approach has been used by Wang et al. (2003) to evaluate flow into a
stratified vadose zone, Xu et al. (2017) to more accurately predict soil
moisture with limited soils information, and Zhang et al. (2016) to
characterize the subsurface hydraulic properties in clusters optimized
by inversion. Inverse modeling could provide an additional mechanism
to improve modeling results, although this may be beyond the scope of
an operational strategy to survey micro-catchments at other locations.

By default, Hydrus uses the uniform flow model, where the Richards
Equation dictates the rate at which water can flow through the pore
space within an impermeable matrix. Many nonequilibrium flow
models have been created in Hydrus to address increasingly complex
representation of physical and chemical flow through a model domain.
While more complex models may do a better job representing the
physical processes such as preferential flow within the soil, it can be
difficult to directly measure many of the parameters required to run
non-equilibrium models (Simtnek and van Genuchten, 2008). The si-
multaneous processes involved in ponded infiltration can make it dif-
ficult to confidently understand whether flow rates were a result of
preferential pathways, or another variable such as height of ponded
water (Dohnal et al., 2016). In our study area, use of the K Profile 4
provided an unbiased solution. Future research should investigate what
range of GP measurements best characterize ponded infiltration into
MCs with different soil conditions. It is reasonable to assume that this
model would also be an effective model for similar soils MC geometries.
The experiments on the seven MC help to characterize the range of
infiltration scenarios that can be expected when MC are developed at
the hillslope scale and will be useful in planning MC size and spacing
for future restoration efforts.

This research effort predicted infiltration in MCs based on 2-D
Hydrus simulations for a single high-intensity event. Assouline and
Mualem (2002, 2006) studied how high-intensity rainfall can cause
surface sealing in semiarid catchments and affect the spatial variability
of infiltration. Another study on small catchments designed for water
harvesting noted the impact of fine sediments from upslope being
transported into the MC and altering the texture of the surface soils
(Previati et al., 2010). Accumulation of fine sediment at the bottom of
each MC was also observed following rainfall simulations in our study.
The combination of surface sealing and additional input of fine sedi-
ment into the MCs add complexity in predicting flow rates. The wide
array of physical processes taking place during unsteady MC infiltration
make it necessary to carry out field experiments instead of solely re-
lying on modeling results.

Future work could adapt simulations to more complex scenarios to
answer pertinent research questions, such as representing MC function
resulting from weather patterns and plant growth over a seasonal time
scale. The Hydrus model could also be used in conjunction with other
physically based erosion models. This would allow land managers to
test potential configurations of MCs at the hillslope scale for minimizing
erosion while controlling costs. The 2-D process developed in this paper
is applicable far beyond infiltration into MCs. Infiltration could be
predicted for a large system such as a ditch or wetland, where a 3-D
Hydrus model would be computationally prohibitive.

5. Conclusion

Rainfall and concentrated flow experiments were designed to re-
present a rainfall scenario where runoff enters MCs created by a
Vallerani® Plow. A modeling process using Hydrus 2D/3D was devel-
oped to predict volumetric flow rates when the MCs were nearly full.
The magnitude of predicted infiltration was highly dependent on the
estimate of K. Sources of error likely resulted from preferential flow
paths not represented in the model, differences in scale between the
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permeameter wells and the MCs, and the difference between 2-D and 3-
D flow. Use of the maximum GP K data at each depth averaged for
upper and lower sites was the least biased representation of the flow
processes taking place within a MC. When considering restoration op-
portunities with MCs in a new location, it is important to consider that a
higher range of GP measurement will likely be a better representation
of the multitude of hydrologic processes involved in unsteady ponded
infiltration. The method of using Hydrus to yield a velocity profile was
an effective way to predict infiltration into the unsaturated zone. The
modeling process was developed to evaluate the efficacy of hillslope
restoration using the Vallerani system and currently provides volu-
metric flow rates at each level of ponded water within a MC. Event-
based flow and erosion models could be used to create a time series of
incoming discharge into a MC based on the upslope conditions which
could be applied in Hydrus to determine infiltration dynamics. This
would increase the model’s utility as a planning tool to determine
whether a configuration of MCs on a hillslope are of adequate length
and spacing to infiltrate runoff from a storm event. From an erosion
management perspective, this is a critical step in designing a successful
restoration strategy. Furthermore, the positive impacts of a mitigation
strategy could be quantitatively compared across sites, or to other re-
storation strategies.
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